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Abstract

Similarity search in time-series databases has become an active research area in the past decade due to the tremendous growth of the amount of temporal data collected and publicly available. The complexity of this similarity problem lies in the high dimensionality of the temporal data making convenient methods inappropriate. The most promising approaches involve dimensionality reduction and indexing techniques which are the subject of this review. After starting with a general introduction to the time-series and classical time-series analyses, we will discuss in detail time-series normalization techniques and relevant distance metrics. We conclude with a review of the dimensionality-reduction and indexing methods proposed to date.
Chapter 1

Introduction

1.1 Preamble

This literature review provides background for the data mining toolkit I am developing to extend the open-source framework for automated collection of the software development process data named Hackystat. Hackystat gathers data about human activity (developers’ behavior) and various code metrics indicating size, structure and quality of the code. After transformation and aggregation of the raw sensor data Hackystat stores it in a temporal database providing users with infrastructure for the retrieval and visualization of the telemetry data. It is possible not only to select a desired data granularity but also to refine telemetry streams by specifying individual or groups of developers, set of projects as well as individual metrics and their derivatives. While all of this provides a rich environment for the analysis and interpretation of the software development process, the comparison of telemetry streams is still performed by “eyeballing” and thus automation is a highly desirable feature. Once processing of range queries is implemented, it will allow extension of the analysis toolkit with various KDD methods aiming but not limited to indexing, clustering\(^1\), software development pattern discovery and real time sensor data stream analysis.

1.2 Introduction to time-series

The time-series is a data type represented by a sequence of data points sampled at successive times and usually found as the sequence of real or integer numbers with or without attached timestamps. Time-series data arises naturally from observations and reflects an evolution of some subject or a development of some phenomena in time. Since the time-series is the only way to store valuable and often non-reproducible temporal information, it makes time-series data ubiquitous and important not only in every scientific field but also in everyday life. For example, it is very common to see visualized time-series representing financial information about stocks and currency fluctuations,\(^1\)

\(^1\)We are aware of controversial views on the clustering of time-series expressed in [39] by Keogh et al.
Figure 1.1: Ancient time-series plot showing the planetary orbits inclinations.

weather changes or social trends in newspapers or TV programs. Medical observations, such as blood pressure, heart beat rate or a body temperature changes is another example of time-series commonly seen in life. According to Tufte [61] “The time-series plot is the most frequently used form of graphic design. With one dimension marching along to the regular rhythm of seconds, minutes, hours, days, weeks, months, years, or millennia, the natural ordering of the time scale gives this design a strength and efficiency of interpretation found in no other graphic arrangement.” The figure 1.1 from the Tufte book depicts the oldest known example of a time-series plot showing the planetary orbits inclinations and is dated back to the tenth century.

It is generally assumed that consecutive measured values in a time-series are sampled at equally spaced time intervals (which is not always true and if required, resampling and interpolation can be used). This specific ordering of sample values in time often provides valuable information about the dependency of successive observations on earlier ones and is the key feature distinguishing time-series data from usually independent statistical samples. The explicit recognition of ordering in time-series analysis techniques makes them somewhat different from traditional statistical analyses [5]. It should be noted - that while many time-series analysis methods treat time-series as simple sequences of real numbers discarding the actual time-stamps, the time-ordering is always considered and it is assumed that unpronounced time interval are equal between the sampled values.

Time-series analysis methods in general combine various statistical and pattern recognition techniques while using information presented in the time-ordering of samples. Historically, time-series analysis is divided by two major fields of study: the first is explorative and descriptive analysis and the second is forecasting. While the descriptive analyses focus on the understanding of the time-series generating processes itself by finding trends, periodicity and some hidden features within the time-series [11], the predictive analyses aim at forecasting the future of the time-series
generating process based on the information found by conducting descriptive analyses [19]. Both - descriptive and predictive analyses are based on the identification of some pattern in the time-series which can be formally described and can correspond to the time-series generating process. Once this pattern is found and compiled into the formal model during the explorative analysis, it is used for extrapolation of the time-series into the future. Such model development and forecasting can be traced from the Babylonian astrologist predicting celestial phenomenas to the contemporary stochastic and deterministic models in many scientific fields.

As we mentioned before, time-series are ubiquitous. Taking into account the fact that most of the data collected automatically by sensing and monitoring are time series, it is hard not to overemphasize the importance and value of time-series data and analyses. Many public and private time-series databases exist for tracking and analysis of various information, and contemporary trends in the cost of data storage, increased bandwidth and progress in information science enable tremendous growth in time-series data volume and variety. There are public databases which track financial indexes and climate change (Figure 1.2), astronomical observations [31], medical information [42] and many others. This growth in temporal data volume and availability during the last decade of the twentieth century have created a demand for new approaches in KDD (Knowledge Discovery and Data mining) applications capable of handling very large volumes of temporal data. Since most KDD techniques such as classification, clustering and pattern discovery are based on the ability to quantify similarity between subjects, the need for advanced algorithms created a whole new research field dealing with data mining in temporal databases. Much research work has been done in the past 20 years, resulting in more than a dozen core algorithms which can be further extended for specific needs. In this work we will review the most relevant ones in order to understand their ability to perform in our application domain.
Figure 1.2: Examples of time-series databases. Upper screenshot is the FRED (Federal Reserve Economic Data) database of 20,056 U.S. economic time series, lower is the part of the NOAA Climate time-series database.
Chapter 2

Time-series similarity measurements

Though not present in classical time-series analyses such as trend and seasonality identification, forecasting and others, the time-series similarity problem has become a cornerstone problem for recent data-mining applications. The ability to determine time-series similarity addresses many general time-series KDD problems:

- identifying stocks with similar movement in price [15] [6] [55]
- finding products with similar selling pattern [21]
- identifying music with a score similar to the copyrighted one [71] [56]
- performing speech to text conversion [2]
- verifying signatures and performing handwriting to text conversion [49] [43]
- finding objects with similar movement trajectories [69] [1] [64]
- detecting anomalies or events in signals [58] [70]
- finding developers with similar build patterns.

All of the solutions for this set of problems are based on the implementation of a time-series database enhanced with the ability to process “time-series similarity queries” or “range queries”.

First introduced by Goldin and Kanellakis [29], the concept of the “approximately similar time-series data” is based on “user-perceived similarity” rather than direct mathematical comparison with straightforward metrics. This very important observation essentially relaxes constraints for finding similar time-series. As an example of this relaxation, authors introduce scales and shifts in

\[ \text{Note that a time-series (a finite sequence of real numbers) is alternatively called “sequence” or “signal” in the literature and we might use these terms depending on the context of the reviewed paper or method.} \]
order to simulate human ability in comparing time-series features. Naming scale as the $a$ coefficient and shift as $b$ they introduced a form of the “similarity relation” $T_{a,b}$ with properties:

1. $\forall X, \; X = T_{0,1}(X)$, Reflexivity or identity transformation  
   \hspace{1cm} (2.0.0.1)
2. if $X = T_{a,b}(Y)$ then $Y = T_{-\frac{b}{a}, \frac{a}{b}}(X)$, Symmetry or inverse of $T_{a,b}$ \hspace{1cm} (2.0.0.2)
3. if $X = T_{a,b}(Y)$ and $Y = T_{c,d}(Z)$, then $X = T_{zc, ad+b}(Z) = (T_{a,b} * T_{c,d})(Z)$, Transitivity \hspace{1cm} (2.0.0.3)

It is natural to quantify this “similarity” by assigning a cost coefficient to each of the transformations. We will return to scale and shift transformations along with smoothing and matching envelope techniques in greater detail in the section 2.3. For now we focus on more general discussion of similarity and distance metrics properties.

Traditionally [3], time-series similarity queries are divided into two categories: whole sequence matching and subsequence matching where both categories are divided by first-occurrence and all-occurrences subproblems [29]. The Range Query problem of finding all (sub)sequences similar to a given one within the distance $\epsilon$ is specific for this domain as well as the All-Pairs Query (“spatial joint”) of finding all pairs of (sub)sequences that are within $\epsilon$ from each other [3]. While whole matching requires time-series to be exactly of the same length, subsequence matching considers the shorter query time-series for which it finds the best match in the longer template time-series using a sliding-window approach and reduces the task to the whole-sequence problem in each individual comparison. In both cases the similarity query mechanism relies on metrics with a well-defined distance function quantifying the time-series similarity.

The distance function on a set $X$ defined as:

$$d : X \times X \rightarrow \mathbb{R} \hspace{1cm} (2.0.0.4)$$

And if $x, y$ and $z \in X$ the distance function $d$ required to satisfy following conditions:

1. $d(x, y) > 0$, non-negativity \hspace{1cm} (2.0.0.5)
2. $d(x, y) = 0$, if and only if $x = y$ identity \hspace{1cm} (2.0.0.6)
3. $d(x, y) = d(y, x)$, symmetry \hspace{1cm} (2.0.0.7)
4. $d(x, z) \leq d(x, y) + d(y, z)$, the triangle inequality \hspace{1cm} (2.0.0.8)

There are number of functions which can be used used in the time-series similarity domain and we discuss some of them: Euclidean distance in section 2.1, mentioned “transformation rules” in section 2.3, Dynamic Time Warping (DTW) in section 2.4 and Longest Common Subsequence (LCS) in section 2.5.
2.1 Euclidean distance

Given two time-series $X = (x_1, x_2...x_n)$ and $Y = (y_1, y_2...y_m)$ where $n = m$, the Euclidean distance is defined as

$$D_{euclidean}(X,Y ) = \sqrt{\sum_{i=1}^{n}(x_i - y_i)^2} \quad (2.1.0.9)$$

While being the easiest to calculate and satisfying all of the distance requirements, the Euclidean distance, when applied to raw time-series data, seems to be too rigid to capture similarities between two time-series following the very same pattern in time but differ in scale. In [25] authors explain that Euclidean distance is “..impractical in several applications, particularly for multimedia applications, where shrinking and stretching of the data are very typical” and provide an example of two time-series representing the “Happy birthday” tune which were found distinct by the direct application of the Euclidean distance, but after normalization and scaling appeared to be identical as shown in Figure 2.1.

The Euclidean distance has a linear complexity.
2.2 Time series normalization

Normalization is a type of mathematical transformation of time series from one value domain into another value domain with the purpose of obtaining a specific set of statistical features such as a limit of values, a certain variance, standard deviation, or average for the transformed (normalized) time series. The operation usually takes one or two steps and transforms each of the elements $x_i \in X$ of input sequence into the element $x'_i \in X'$, where $X'$ is a normalized sequence. There are different types of normalization such as:

- Normalization into an Interval [51] [12]
- Normalization to Sum 1
- Normalization to Euclidean Norm 1
- Normalization to Zero Mean
- Normalization to Zero Mean and Unit Standard Deviation [29]

2.2.1 Normalization into an Interval

This type of normalization procedure ensures that all elements of an input vector are scaled proportionally into an output vector with predefined upper and lower limits. Let’s $L_{min}$ to be a desired lower limit, $L_{max}$ to be a upper limit and let’s $x_{max} = \max \{ x_i, x_i \in X \}$ and $x_{min} = \min \{ x_i, x_i \in X \}$. Then

$$x'_i = \frac{(x_i - x_{min})(L_{max} - L_{min})}{x_{max} - x_{min}} + L_{min}, \ i \in \mathbb{N}$$  \hspace{1cm} (2.2.1.1)

is a normalization procedure.

2.2.2 Normalization to Sum 1 and Normalization to Euclidean Norm 1

While normalization to Sum 1 ensures that elements of $X'$ sum up to 1:

$$1 = \sum_{i=1}^{N} x'_i$$  \hspace{1cm} (2.2.2.1)

by normalization procedure:

$$x'_i = \frac{x_i}{\sum_{i=1}^{N} x_i}$$  \hspace{1cm} (2.2.2.2)
the Normalization to Euclidean Norm 1 transforms the input vector values proportionally into an output vector with a Euclidean norm of 1:

\[ 1 = \sum_{i=1}^{N} x_i' \quad (2.2.2.3) \]

by transformation procedure:

\[ x_i' = \frac{x_i}{\sqrt{\sum_{i=1}^{N} x_i^2}} \quad (2.2.2.4) \]

### 2.2.3 Normalization to the zero mean

This method ensures that the mean of the normalized vector will be approximately 0. The mean of the vector \( X \) of length \( N \) calculated as:

\[ \mu_X = \frac{1}{N} \sum_{i=1}^{N} x_i \quad (2.2.3.1) \]

and the normalization procedure is:

\[ x_i' = x_i - \mu, \ i \in \mathbb{N} \quad (2.2.3.2) \]

The time-series shown at the Figure 2.1 are normalized to zero mean.

### 2.2.4 Normalization to Zero Mean and Unit Standard Deviation

This type of normalization is also called “Normalization to Zero Mean and Unit of Energy” in research literature and first found in [29]. It ensures that all elements of the input vector are transformed into the output vector whose mean is approximately 0 while the standard deviation (and variance) are in a range close to 1. This procedure uses mean \( \mu \) and standard deviation which calculated as

\[ \sigma = \sqrt{\frac{\sum_{i=1}^{N} (x_i - \mu)^2}{N - 1}} \quad (2.2.4.1) \]

or equivalently

\[ \sigma = \sqrt{\frac{N \left( \sum_{i=1}^{N} x_i^2 \right) - \left( \sum_{i=1}^{N} x_i \right)^2}{N(N - 1)}} \quad (2.2.4.2) \]

The normalization itself is

\[ x_i' = \frac{x_i - \mu}{\sigma}, \ i \in \mathbb{N} \quad (2.2.4.3) \]

and yields the vector \( X_i' \) such as \( \mu_{X'} \approx 0 \) and \( \sigma_{X'} \approx 1 \).

According to most of the recent works [29] [47] [48] this type of time-series normalization is
the best known transformation of the raw time-series which preserves original time-series features. Nevertheless, the article by Lin et al. [47] explains the reasons and solutions for some cases when the zero mean and unit standard deviation normalization fails. For example if a signal is constant over most of the time span with minor noise at short intervals, this normalization will overamplify the noise to the maximal amplitude. This will also occur if the time-series contains only single value and the standard deviation is not defined.

### 2.3 Transformation rules (smoothening, scales and shifts)

As we have seen, the Euclidean distance is efficient and easily computable but it doesn’t capture similar time-series in the presence of noise, scales or shifts. Much effort has been put in to overcome this issue. As mentioned before, in [29] authors introduced scale and shift shape-perceiving transformations which are applied before measuring the similarity with Euclidean distance. Their proposed definition of similar time-series is based on the transformation $T_{a,b}$ where $a$ is the scaling coefficient and $b$ is the shift coefficient. This “similarity transformation $T_{a,b}$” is a mapping of each of the $x_i \in X$ into $x'_i = a \times x_i + b$ and if this transformation can be found for two time-series $X$ and $Y$ such that $X = T_{a,b}(Y)$ time-series $X$ and $Y$ are considered to be similar.

Agrawal et al. [4] proposed a more general method of aligning of time-series by allowing any arbitrary segment of the query time-series to be scaled and stretched by any suitable amount and adding the ability to delete any non-matching segment (note that this work also seems to be the one of the first to propose LCS application to time-series similarity, see section 2.5). Also, they introduced an $\epsilon$ envelope around the template sequence which aimed to deal with noise on the query time-series. Figure 2.2 shows the principles of such a method working from the raw time series through discussed transformations.

Since the Euclidean distance is calculated only after the discussed transformations are applied, it is unable to capture the cost and complexity of the these transformations and does not reflect the true similarity. But if the cost is assigned to the each of the transformations performed [37], the integral of all effective costs will measure the true similarity between time-series.

The complexity of scales and shift transformation is $O(NM)$ where $N$ and $M$ are lengths of the query and template sequences.

### 2.4 Dynamic Time Warping (DTW)

Another commonly used metric for computing time-series similarity is based on the Dynamic Time Warping algorithm (DTW). The DTW algorithm is a well-known algorithm with applications to many areas. While first introduced in 60’s [9] and extensively explored in 70’s for application to
speech recognition [53], [59] it is currently used in many areas: handwriting and online signature matching [24] [60], sign language recognition [44] and gestures recognition [18] [44], data mining and time series clustering (time series databases search) [56] [30] [7] [34] [35] [26], computer vision and computer animation [1], surveillance [69], protein sequence alignment and chemical engineering [62], music and signal processing [52] [1] [2].

The idea behind the DTW algorithm lies in allowing shifts of the data points in time (warping) and relies on the usage of Dynamic Programming [9] for optimal time-series alignment. The algorithm starts by building the distance matrix $C \in \mathbb{R}^{N \times M}$ representing all pairwise distances between $X$ and $Y$. This distance matrix called the local cost matrix $C_l$ for the alignment of two sequences $X$ and $Y$:

$$C_l \in \mathbb{R}^{N \times M} : c_{i,j} = \|x_i - y_j\|, \; i \in [1 : N], \; j \in [1 : M]$$  \hspace{1cm} (2.4.0.4)

Once the local cost matrix is built, the algorithm finds the alignment path which runs through the low-cost areas - “valleys” on the cost matrix, Figure 2.3. This alignment path (or warping path, or warping function) defines the correspondence of an element $x_i \in X$ to $y_j \in Y$ following the boundary condition which assigns first and last elements of $X$ and $Y$ to each other, Figure 2.3.

Formally speaking, the alignment path built by DTW is a sequence of points $p = (p_1, p_2, ..., p_K)$ with $p_l = (p_i, p_j) \in [1 : N] \times [1 : M] \text{ for } l \in [1 : K]$ which must satisfy to the following criteria:

1. **Boundary condition**: $p_1 = (1,1)$ and $p_K = (N,M)$. The starting and ending points of the warping path must be the first and the last points of aligned sequences.

2. **Monotonicity condition**: $n_1 \leq n_2 \leq ... \leq n_K$ and $m_1 \leq m_2 \leq ... \leq m_K$. This condition
preserves the time-ordering of points.

3. **Step size condition (continuity)**: this criteria limits the warping path from long jumps (shifts in time) while aligning sequences. The basic step size condition formulated as $p_{l+1} - p_l \in \{(1,1), (1,0), (0,1)\}$. Note that numerous research [59] [33] [53] [54] experiments with this condition revealed its significant impact on the algorithm performance and various step patterns were proposed.

The **cost function** associated with a warping path computed with respect to the local cost matrix (which represents all pairwise distances) is:

$$c_p(X,Y) = \sum_{l=1}^{L} c(x_{n_l}, y_{m_l}) \quad (2.4.0.5)$$

The warping path which has a minimal cost associated with alignment is called the **optimal warping path** $P^*$. Once computed, it used for time-series alignment as shown at the Figure 2.3. The Euclidean Distance is usually applied after warping in order to quantify the similarity.

It’s quite interesting that Euclidean distance itself is the special case of the DTW distance with restriction that $i = j = k$.

The time and space complexity of the DTW distance is $O(NM)$

### 2.5 Longest Common Subsequence (LCS)

Another widely used metric in computing time-series similarity is the Longest Common Subsequence or LCS. LCS could be seen as the successor of the application of the Euclidean distance, DTW or scales and shifts [4] since it can be based on any of these. The idea of LCS is explained in the
Figure 2.4: This figure is taken from [66] and while it designed to explain LCS application to the sequences of images it easily explains any of LCS and feature decomposition based approach to time-series similarity.

classical Computer Science manuscript [17] (CLR) for the string matches with use of the Dynamic Programming and has the complexity of $O(NM)$.

Yazdani and Ozsoyoglu [66] proposed a new algorithm with better complexity $O(N+M)$ specifically for image sequences. They also generalized it further for any real-valued signals and specifically for application to time-series representing sets of features like Fourier coefficients, etc. Figure 2.4 taken from the article explains the approach taken: each of the images is approximated by the set of real-valued features, and if $R$ and $S$ match then $FR$ and $FS$ match analogously, if $FR$ and $FS$ are similar then $R$ and $S$ are similar.

The algorithm starts with two sequences $X$ and $Y$ with lengths $N$ and $M$ respectively. Then, it builds vector data structure $C_{vect}$ of the size of the shorter one such that $C_{vect}[i]$ is the index of the element in $Y$ which matches with $i$th element of $X$. By letting $C[i,j]$ to be the length of the longest common subsequence of $X_i$ and $Y_i$, they define it as

$$C[i,j] = \begin{cases} 
0 & \text{if } i = 0 \text{ or } j = 0 \\
C[i - 1, j - 1] + 1 & \text{if } i, j > 0 \text{ and } x_i \text{ matches } y_j \\
\max(C[i,j-1], C[i-1,j]) & \text{otherwise}
\end{cases} \quad (2.5.0.6)$$

By modifying the range of matching in the definition 2.5.0.6 to the specific (relaxed) bounds they achieved a better performance as well as being able to improve the sensitivity of the method.

Agrawal et al. [4], as mentioned before, introduced an LCS-based concept of similarity with local scaling, shifting and deletions, measuring the similarity based on the amount of non-overlapping time-ordered pairs of subsequences that are similar instead of individual points as displayed at the Figure 2.5. The complexity of LCS algorithm is $O(NM)$. 
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Figure 2.5: This figure is taken from [4] and explains the modified LCS application for the sequence matching.
Chapter 3

Dimensionality reduction, indexing and bounding

As we saw with the application of LCS to images in [66], Yazdani and Ozsoyoglu characterized each of the images by a set of Fourier coefficients. By employing this approach they managed to resolve the “dimensionality curse” in the time series-similarity problem which essentially decreases the performance of any similarity algorithm to the one of the sequential search with the growth of dimensionality above 16 [32] [68] [10] [13] [8].

The problem addressed in this chapter is the approximation (lossy compression) of a time series data in a way which maintains fast random access, comparison and indexing of time-series with minimal errors. There are many approximations proposed in the research literature and Figure 3.1 from [47] illustrates them in a hierarchy. All of the methods essentially consist of two steps: at first they transform a given set of time series into some low-dimensional representation and secondly index them in order to utilize data-mining algorithms later. Important issues to understand include the sensitivity and selectivity of algorithms, their complexity and performance.

[Figure 3.1: The figure from [47] illustrating a hierarchy of all of the flavors of time series representation (decomposition).]
3.1 Lower Bounding

The first approach to time-series indexing by Agrawal et al [3] employed DFT for dimensionality reduction and F-index for similarity search. The proposed time-series approximation with only first $c$ “significant” DFT coefficients resulted in false hits when searching F-index, but it was shown that all false hits are false-positive and there are no false-dismissals. The author’s proof of algorithm correctness based on the “contractive property” (lower-bounding condition) of their transform and feature-space distance choice. The proof explains that the distance in the feature space essentially “underestimates” the real distance between time-series.

The lower bounding condition is formulated as:

$$D_{\text{feature}}(T(X), T(Y)) \leq D_{\text{object}}(X, Y) \quad (3.1.0.1)$$

where $D_{\text{feature}}$ is the distance between objects in feature space (Agrawal et al used the Euclidean distance), $T$ is the transform function from object space to feature space (DFT) and $D_{\text{object}}$ is the real distance between objects $X$ and $Y$ (the Euclidean distance again).

Agrawal et al has shown that lower-bounding condition holds for DFT transform by relying on Parseval’s theorem which guaranteed that the distance between two time-series in the time domain is the same as in the frequency domain (3.2.0.5) and the dismissal of some DFT coefficients only decreases the distance value in the feature space. Subsequent work by Faloutsos et al [28] formalized the lower-bounding condition requirement for the range queries processing without false-dismissals.

3.2 Discrete Fourier Transform (DFT) based decomposition

Agrawal et al. in [3] proposed a DFT-based method for the time-series indexing and similarity queries processing. Their idea is based on the observation of a fairly good approximation of the time-series by only few “strong” frequencies and on Parseval’s Theorem (aka Rayleigh’s energy theorem).

For each of the time-series $x$ of length $N$, the authors propose to extract only the first $c$ DFT coefficients (frequencies), where $c << N$ and $f_c$ is the “cutoff frequency”. Thus each of the time-series is mapped into the low $c$ dimensional space and stored in the $F$-index, where the search over the index is implemented by using an $R^*$ tree [8]. The authors argue that the approach taken is characterized by the “completeness of the feature-extraction” and it is “efficiently dealing with the dimensionality curse”.
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The $n$-point DFT transform of the time-series $X = (x_0, x_1, ..., x_{n-1})$ is defined as:

$$X_f = \frac{1}{\sqrt{n}} \sum_{t=0}^{n-1} x_t \exp(-j2\pi ft/n), \; t = 0, 1, ..., n-1, \; j = \sqrt{-1} \tag{3.2.0.2}$$

also the inverse transform:

$$x_t = \frac{1}{\sqrt{n}} \sum_{f=0}^{n-1} X_f \exp(j2\pi ft/n), \; t = 0, 1, ..., n-1 \tag{3.2.0.3}$$

and the fundamental observation of the Parseval’s theorem is

$$\sum_{t=0}^{n-1} |x_t|^2 = \sum_{f=0}^{n-1} |X_f|^2 \tag{3.2.0.4}$$

that the energy of the sequence in the time domain equals the energy in the frequency domain.

Furthermore, the authors show that Discrete Fourier Transform inherits linearity and preservation of amplitude coefficients during the time-shifts from the Continuous Fourier Transform. Taking these properties and Parseval’s theorem in account, the authors show that

$$\|x - y\|^2 \equiv \|X - Y\|^2 \tag{3.2.0.5}$$

which implies the equivalence of the Euclidean distances between two sequences $x$ and $y$ in the time and frequency domains.

Agrawal et al. introduces the distance function $D$ where the distance between two sequences $x$ and $y$ is the square root of the energy of the difference:

$$D(x, y) \equiv \left( \sum_{t=0}^{n-1} |x_t - y_t|^2 \right)^{1/2} \equiv (E(x - y))^{1/2} \tag{3.2.0.6}$$

where $E(x)$ is the energy of the sequence:

$$E(x) \equiv \|x\|^2 \equiv \sum_{t=0}^{n-1} |x_t|^2 \tag{3.2.0.7}$$

and implements a similarity relation between two sequences by using a user defined threshold $\epsilon$ - i.e. if the distance between two sequences falls below threshold they considered to be similar:

$$D(x, y) \leq \epsilon \Rightarrow x \text{ similar to } y \tag{3.2.0.8}$$

Continuing the discussion, the authors compare their DFT-based method to the “sequential scanning” method (the only alternative available by that time). They use the same $R^*$ tree for the sequential indexing and implement an “early abandoning” - as soon as the calculated Euclidean
distance exceeds $\epsilon^2$, two sequence declared dissimilar. It was shown by comparing two approaches, that with the growth of the dataset volume and the length of sequences, the DFT-based approach outperforms the sequential search. Another interesting point shown is that, in general, \( f_c \approx 3 \) is enough to capture time-series features and build an index which provides satisfactory performance and has a contractive property, i.e. ensures no false-dismissal.

### 3.3 Singular Value Decomposition (SVD)

Singular Value Decomposition for ad-hoc query support in time-series databases was proposed by Korn et. al. in [42]. They start with a case study of a typical warehouse dataset (AT&T) of sale patterns and represent this data as a matrix \( X \) of size \( N \times M \) with rows corresponding to distinct customers and columns to the time intervals. One of the observations is that the amount of customers is much larger than the length of the time-series: \( N >> M \). Another observation is that the size of such a matrix could easily become unmanageable if one must process “random access” queries. The proposed solution for this problem is to design a “compression” algorithm which trades off some of the precision in order to allow processing of significant amounts of data with random access queries.

While being aware of some convenient compression techniques such as LZ and Huffman, as well as the spectral decomposition (DFT, DCT and DWT) and clustering techniques, Korn et. al. are arguing that their approach with Singular Value Decomposition is the only solution which does not suffer from CPU-time complexity performance boundaries and performs spectral decomposition in an optimal manner.

The SVD decomposition method is based on a theorem stating that the real-valued matrix \( X \) can be expressed as

\[
X = U \times \Lambda \times V^t
\]

(3.3.0.9)

where \( U \) is a column-orthonormal \( N \times r \) matrix (\( r \) is rank of the matrix \( X \)), \( \Lambda \) is a diagonal \( r \times r \) matrix of eigenvalues \( \lambda_i \) of \( X \) and \( V \) is a column-orthonormal \( M \times r \) matrix. Which essentially is the spectral decomposition:

\[
X = \lambda_1 u_1 \times v_1^t + \lambda_2 u_2 \times v_2^t + \ldots + \lambda_r u_r \times v_r^t
\]

(3.3.0.10)

of the matrix \( X \) where \( u_i \) and \( v_i \) are column vectors of the \( U \) and \( V \) and \( \lambda_i \) is a diagonal elements of \( \Lambda \).

Once \( X \) is decomposed (two passes over the matrix) into the form of spectrum 3.3.0.10, the authors suggest to truncate the sum in equation to the first \( k \) terms, \( k \leq r \leq M \):

\[
\hat{X} = \sum_{i=1}^{k} \lambda_i u_i \times v_i
\]

(3.3.0.11)
Figure 3.2: The Reconstruction Error (RMSPE) versus disk storage space (%) for clustering, DCT, SVD and SVDD.

where $k$ depends on the space restriction. Note, that these $k$ terms also known as the “principal components” in the PCA analysis [23].

It is shown that the compression ratio after applying the SVD transform is

$$s = \frac{N \ast k + k + k \ast M}{N \ast M} \approx \frac{k}{M} \quad (3.3.0.12)$$

since $N \gg M \geq k$. and the reconstruction of the any cell of the original matrix $\hat{X}$ takes only $O(k)$ time:

$$\hat{x}_{i,j} = \sum_{m=1}^{k} \lambda_m \ast u_{i,m} \ast v_{j,m}, \quad i = 1, \ldots, N; \quad j = 1, \ldots, M \quad (3.3.0.13)$$

Since the SVD approximation could yield considerable errors when restoring some of the original data, authors suggest keeping correcting information in the form of tuples $(\text{row}, \text{column}, \text{delta})$ for the values which approximate poorly (outliers), calling this method as “SVD with Details” or SVDD.

With respect to the performance of both SVD and SVDD methods, they were compared with DCT (Discrete Cosine Transform, which was shown to be more efficient than DFT [41], [22]) and the S-PLUS embedded clustering method and found to be significantly superior (Figure 3.2), especially SVDD, with the growth of the space allowed to use for corrective information storage.

3.4 Discrete Wavelet Transform (DWT) decomposition

In [57] Popivanov and Miller discuss time-series similarity search using wavelets-based dimensionality reduction. In this work, they move away from previously used Haar wavelets [15] and show that their wavelets outperform not only Haar, but also the best-known non-wavelet approaches for
Figure 3.3: The combination of figures from [57] illustrating an advantage of Daubechies wavelet over the Haar wavelet (a, b, c, d, f) and other methods (e) such as DFT and PAA.

The time-series similarity search up to date (DFT, DCT, SVD etc.). Their approach for time series approximation benefits from such a wavelet-transform properties as:

- **Compact support**: there are flavors of the wavelet transform such that a basis function is non-zero only at the finite interval, which allows wavelet approximation to capture local time-series features as opposite to DFT based approach which is capturing only global features.

- **Efficiency**: while FFT complexity is $O(n \log n)$, wavelet transform is linear to the size of the data and is real-to-real transform.

- **Sensitivity**: the wavelet transform allows fine tuning of the approximation by selecting the different scales, corresponding to basis functions of different length where the DFT gives.

The wavelet is a function, $\psi_{j,k}$ defined on $\mathbb{R}$ with shift $k$ and dyadic dilation (a product of power of 2, referred as stretching). The set of functions defined as

$$
\psi_{j,k} = 2^{j/2} \psi (2^j t - k) 
$$

for $j, k \in \mathbb{Z}$ form a complete orthonormal system over $L^2(\mathbb{R})$ and can be used to define any signal $f \in L^2(\mathbb{R})$ uniquely by the following series:

$$
f = \sum_{j,k \in \mathbb{Z}} \langle f, \psi_{j,k} \rangle \psi_{j,k}, \text{where } \langle f, g \rangle = \int_{\mathbb{R}} fg \, dx, \text{ the inner product} \quad (3.4.0.15)
$$
The function $\psi_{j,k}$ is the “basis function” of the wavelet (“mother wavelet” function) and essentially the wavelet can use an infinite family of basis functions as opposed to Fourier transform which uses only exponential function.

It has been proven [20] that the energy of the wavelet features lies between two non-negative bounds:

$$A \|X\|^2 \leq \|x\|^2 \leq B \|X\|^2$$ (3.4.0.16)

where $A$ and $B$ are non-negative constants, $x$ is the signal and $X$ its wavelet transform $X = T(x)$.

For the $\epsilon$-radius range query and equation 3.4.0.16 we have the following inequality:

$$A \|X - Q\|^2 \leq \|x - q\|^2 < \epsilon^2$$ (3.4.0.17)

which provides us with the confidence of no false-dismissals (lower bounding property).

Popivanov & Miller along with Chan & Fu [15] proved the superiority of DWT over FFT, SVD and PAA methods in both, the speed of index building and the precision of the range-query processing while using the same F-index and $R^*$-tree as in the previous time-series similarity work.

### 3.5 Piecewise Approximation of time-series (PLA, PCA, PAA, APCA)

Following the first wave of time-series similarity methods based on the spectral decomposition such as DFT, DCT, SVD, CHEB\(^1\) and Haar wavelets, another approach has become popular among the time-series data-mining community: piecewise approximation. Faloutsos et al [27] proposed Piecewise Flat Approximation, Morinaka et al [51] and Chen et al [16] proposed Piecewise Linear Approximation (PLA), Yi & Faloutsos [67] and Keogh et al [38] followed with Piecewise Aggregate Approximation (PAA), Chakrabarti et al [14] proposed Adaptive Piecewise Linear Approximation (APLA). All this work has shown that surprisingly simple piecewise-based approximation methods outperform previous spectral decomposition based techniques by being easy to compute and index while satisfying the contractive property condition (3.1.0.1).

We will review the PAA method which approximates the time-series $X$ of length $n$ into vector $\bar{X} = (\bar{x}_1, ..., \bar{x}_M)$ of any arbitrary length $M \leq n$ where each of $\bar{x}_i$ is calculated by following the next formula:

$$\bar{x}_i = \frac{M}{n} \sum_{j=n/M(i-1)+1}^{(n/M)i} x_j$$ (3.5.0.18)

This simply means that in order to reduce the dimensionality from $n$ to $M$, we first divide the original time-series into $M$ equally sized frames and secondly compute the mean values for each

---

\(^1\)Chebyshev polynomials based decomposition methods were omitted in this review due to the space constraints and could be found in [12] and overall very similar to APCA in performance
Figure 3.4: The combination of figures from [38] depicts different approaches for the time-series approximation (decomposition): a) the time-series spectral approximation (Fourier); b) SVD-based approximation; c) Haar-wavelet based approximation; d) Piecewise Aggregate Approximation where transformed values shown as “box” basis functions.

frame. The sequence assembled from the mean values is the PAA transform of the original time-series. It was shown by Keogh et al that the complexity of the PAA transform can be reduced from $O(NM)$ (3.5.0.18) to $O(Mm)$ where $m$ is the number of sliding windows (frames). The satisfaction of the transform to bounding condition in order to guarantee no false dismissals was also shown by Yi & Faloutsos and Keogh et al by introducing the distance:

$$D_{PAA}(\bar{X}, \bar{Y}) \equiv \sqrt{\frac{n}{M} \sum_{i=1}^{M} (\bar{x}_i - \bar{y}_i)}$$

(3.5.0.19)

and showing that $D_{PAA}(\bar{X}, \bar{Y}) \leq D(X,Y)$.

Concluding the piecewise based time-series approximation methods review we should note that PAA is very similar to Haar-wavelet based approach [15] as shown at Figure 3.4. Another nice feature of the PAA is the ability to process range queries with sequences of unequal to index size dimension, as was shown by Keogh et al in [38].

Overall, the PAA based approach to the time-series similarity problem was found to be very competitive in precision to the spectral-decomposition based methods while outperforming all com-
3.6 Symbolic Aggregate approXimation (SAX)

The last approach to the time-series similarity problem that we shall review here is the current state of the art in time-series representation and dimensionality reduction method called Symbolic Aggregate approXimation (SAX). This approach transforms the original time-series data into symbolic strings.

Symbolic Aggregate approXimation was proposed by Lin et al in [47]. This method extends PAA-based approach inheriting algorithm simplicity and low computational complexity while providing satisfiable sensitivity and selectivity in range-query processing. Moreover, the use of a symbolic representation opens the door to the existing wealth of data-structures and string-manipulation algorithms in computer science such as hashing, regular expression pattern matching, suffix trees etc.

SAX transforms a time-series $X$ of length $n$ into the string of arbitrary length $\omega$, where $\omega << n$ typically, using an alphabet $A$ of size $a \geq 2$. The SAX algorithm consist of two steps: during the first step it transforms the original time-series into a PAA representation and this intermediate representation gets converted into a string during the second step. Use of PAA at the first step brings the advantage of a simple and efficient dimensionality reduction while providing the important lower bounding property as shown in the previous section. The second step, actual conversion of PAA coefficients into letters, is also computationally efficient and the contractive property of
symbolic distance was proven by Lin et al in [46].

Discretization of the PAA representation of a time-series into SAX is implemented in a way which produces symbols corresponding to the time-series features with equal probability. The extensive and rigorous analysis of various time-series datasets available to the authors has shown that time-series that are normalized by the zero mean and unit of energy (2.2.4) follow the Normal distribution law. By using Gaussian distribution properties, it’s easy to pick equal-sized areas under the Normal curve using lookup tables [45] for the cut lines coordinates, slicing the under-the-Gaussian-curve area. The $x$ coordinates of these lines called “breakpoints” in the SAX algorithm context. The list of breakpoints $B = \beta_1, \beta_2, ..., \beta_a - 1$ such that $\beta_{i-1} < \beta_i$ and $\beta_0 = -\infty$, $\beta_a = \infty$ divides the area under $N(0,1)$ into $a$ equal areas. By assigning a corresponding alphabet symbol $alpha_j$ to each interval $[\beta_j-1, \beta_j)$, the conversion of the vector of PAA coefficients $\hat{C}$ into the string $\hat{C}$ implemented as follows:

$$\hat{c}_i = alpha_j, \text{ if } \hat{c}_i \in [\beta_{j-1}, \beta_j)$$  (3.6.0.20)

SAX introduces new metrics for measuring distance between strings by extending Euclidean (2.1.0.9) and PAA (3.5.0.19) distances. The function returning the minimal distance between two string representations of original time series $\hat{Q}$ and $\hat{C}$ is defined as

$$MINDIST(\hat{Q}, \hat{C}) \equiv \sqrt{\frac{n}{w} \sum_{i=1}^{w} (dist(\hat{q}_i, \hat{c}_i))^2}$$  (3.6.0.21)

where the $dist$ function is implemented by using the lookup table for the particular set of the breakpoints (alphabet size) as shown in Table 3.1, and where the singular value for each cell $(r,c)$
Table 3.1: A lookup table used by the MINDIST function for the $a = 4$

is computed as

$$cell_{(r,c)} = \begin{cases} 
0, & \text{if } |r - c| \leq 1 \\
\beta_{\max(r,c) - 1} - \beta_{\min(r,c) - 1}, & \text{otherwise}
\end{cases} \quad (3.6.0.22)$$

As shown by Li et al, this SAX distance metrics lower-bounds the PAA distance, i.e.

$$\sum_{i=1}^{n} (q_i - c_i)^2 \geq n(\bar{Q} - \bar{C})^2 \geq n(dist(\hat{Q}, \hat{C}))^2 \quad (3.6.0.23)$$

The SAX lower bound was examined by Ding et al [22] in great detail and found to be superior in precision to the spectral decomposition methods on bursty (non-periodic) data sets.
Chapter 4

Conclusion

There has been an increasing amount of research over the last two decades into time-series data mining, knowledge discovery and applications. It is very interesting to see how the focus of this research shifted from computationally intensive and mathematically elegant methods of spectral decomposition of time-series to extremely simple approximation methods such as PAA and SAX. In my opinion, this is due to the branching of the time-series data-mining field away from the classical time-series analysis school. While researchers started with adoption of the classical spectral analysis approach, which is almost perfect for resolving the “secret” of a time-series generative process, the time-series data-mining community, interested in the efficient navigation through the thousands of signals and petabytes of data, found its own extremely efficient ways to perform on-the-fly extraction and analysis of patterns. The latest application of SAX approximation to the image recognition [65] and monitoring insects real-time [36] by Keogh et al demonstrate how fast, accurate, and resource-efficient these techniques are.
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